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A2D2A2D… SEAMLESS TRANSFORMATIONS FROM ANALOG TO DIGITAL WORLDS IN 
SUPPORT OF GLOBAL TEAMWORK 

Renate Fruchter 
Project Based Learning Laboratory, Stanford University, USA 

ABSTRACT: In today’s communication intensive environment the rapidly changing nature of work, learning, and play 
is driven by more and more collaboration, globalization, digital media, interactive devices and spaces, mobility, and 
convergence of virtual and physical spaces and places. The people and their knowledge are the key corporate asset. 
Managing, transferring, and reusing knowledge can lead to greater competitive advantage, improved products, and 
more effective teamwork. The most effective means of knowledge creation and transfer from experts to novices in both 
education and industry settings is through stories and dialogue using analog channel such as verbal discourse, ges-
tures, annotations, and sketching. Current knowledge capture and reuse solutions do not afford to capture and utilize 
the relevance embedded in these multimodal streams of communication. This paper explores innovative approaches to 
support (1) seamless transformations from analog and digital worlds, and (2) cross-media retrieval and interactive re-
play of multimedia content in support of global teamwork. 
KEYWORDS: analog, digital, knowledge management, dialogue, gesture, sketch, data mining, cross-media capture re-
trieval and replay. 
 
 
1 INTRODUCTION  

What do the Altamira cave paintings, kids’ drawings, and 
professional paper napkin sketches have in common? 
They all tell a story, but there is no voice of the story-
teller. Observations show that the most striking means of 
knowledge transfer from experts to novices in both educa-
tion and industry settings is through the informal recount-
ing of experiences from past projects and collaborative 
dialogue connecting ideas and solutions. Stories convey 
great amounts of knowledge and information in relatively 
few words together with sketches on paper or annotations 
on formal printed or electronic documents. Managing, 
transferring, and reusing knowledge can lead to greater 
competitive advantage, improved products, and more ef-
fective teamwork. However reuse often fails, since 
knowledge is not captured, it is captured out of context 
rendering it not reusable, or there are no formal mecha-
nisms for finding and retrieving reusable knowledge. The 
digital age holds a great promise to assist in knowledge 
capture and re-use. The more digital content is created the 
more paper we print and use. Most digital content man-
agement today offers few solutions to capitalize on the 
core corporate competence, i.e., to capture, share, and re-
use business critical knowledge. Digital archives store 
formal documents (CAD, Word, Excel, etc.) that can be 
easily edited, shared, searched, and archived. Knowledge 
reuse and externalization of tacit knowledge is not re-
vealed by these formal documents. The knowledge crea-
tion takes place in informal concept generation and prob-

lem solving sessions in which knowledge workers gather 
around diverse documents (e.g., blueprints, contractual 
agreements, spec sheets, cost estimates, schedules, etc.) 
and engage in dialogue, annotation, paper and pencil 
sketching. Paper has a tactile feel; it can be easily folded 
or rolled and carried to meetings or site visits. It affords 
single or multiple users to interact and jointly annotate 
one or multiple documents, and more importantly; it is 
socially and legally accepted [Sellen 2001]. It provides a 
high resolution for navigation through the content that en-
ables users to view at a glance local details and global 
context. However, paper is difficult to modify and expen-
sive to distribute, archive, search, retrieve, and reuse.  
In order for knowledge to be captured and reused, the par-
ticipants should be able to (1) create and express ideas 
and solutions using natural idioms and channels as com-
munication media such as dialogue, annotation, and paper 
and pencil sketches, (2) then retrieve, review, and under-
stand the context in which this knowledge was originally 
created, and (3) interact with the content in a rich, multi-
media environment.  
Analog communication, i.e., verbal discourse, gestures, 
paper and pencil sketches and annotations are hard to cap-
ture and index in context. Current ICT solutions such as 
Flickr and YouTube, engage users to provide semantic 
tags to digital content, i.e., pictures and video. This paper 
explores innovative approaches developed over the past 
five years in the PBL Lab at Stanford to support auto-
mated and integrated:  
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- seamless transformations from analog to digital 
worlds, i.e., analog verbal discourse, gestures, paper 
and pencil sketches and annotations; digital audio, 
video, digital sketches and annotated documents, and  

- cross-media retrieval and interactive replay of multi-
media content in support of global teamwork.  

In the PBL Lab at Stanford, we view knowledge capture, 
sharing, and reuse as key steps in the knowledge life cycle 
[Fruchter and Demain, 2002, 2005]. Knowledge is created 
as project stakeholders collaborate on design projects us-
ing data, information, past experience and knowledge. It 
is captured, indexed, and stored in human memory or 
digital archives. At a later stage, it is retrieved and reused. 
Finally, as knowledge is reused it is refined and becomes 
more valuable. In this sense, the archive acts as a knowl-
edge refinery.  
Ethnographic studies performed over the past decade of 
cross-disciplinary teams at work show that a primary 
source of information behind design decisions is embed-
ded within the verbal conversation among designers. Cap-
turing these conversations is difficult because the infor-
mation exchange is unstructured and spontaneous. In ad-
dition, discourse is often multimodal. It is common to 
augment speech with sketches as an embodiment of the 
mental model, or launch into a problem solving discus-
sion triggered by a sketched solution.  
This paper addresses the following research questions:  

- What are governing interaction and communication 
principles when a group of project stakeholders en-
gage in a reflective conversation with the situation?  

- How can such multimodal communicative events ex-
pand a building information model (BIM) to become a 
rich multimedia building knowledge model (BKM)?  

- How can the analog and digital worlds be bridged to 
support a seamless transformation from analog to digi-
tal to analog to digital (A2D2A2D…) in support of the 
knowledge life cycle? 

 
 
2 POINTS OF DEPARTURE  

The topic of how to capture knowledge in project teams 
has received extensive attention from researchers in de-
sign theory and methodology. The value of contextual de-
sign knowledge (process, evolution, rationale) has been 
recognized. Nevertheless, the additional overhead re-
quired of the user in order to capture it has precluded 
these applications to be widely adopted. Other studies fo-
cused on either the sketch activity, i.e., learning from 
sketched accounts of design [Tversky 1999, Guimbre-
tiere, 2003, Stiedel and Henderson 1983, Olszweski 1981, 
Kosslyn 1981, Goel 1995] and verbal accounts of design 
[Cross 1996, Cross 1992, Dorst 1996]. Researchers stud-
ied the relation between sketching and talking [Eastman 
1969, Goldschmidt 1991]. Recent studies of interactive 
workspaces [Ju et.al, 2004] explore capture and naviga-
tion issues related to technology-augmented interactions. 
To help guide the users’ exploration of an archive of un-
structured dialogue and sketch content linked to struc-
tured, document databases, it is necessary to develop a 
search and retrieval mechanism. The reported research 
builds on Donald Schön’s concept of the reflective practi-

tioner paradigm of design [Schön 1983]. Schön argues 
that every design task is unique, and that the basic prob-
lem for designers is to determine how to approach such a 
single unique task. Schön places this tackling of unique 
tasks at the center of design practice, a notion he terms 
knowing in action (Schön 1983, p. 50). To Schön, design, 
like tightrope walking, is an action-oriented activity. 
However, when knowing-in-action breaks down, the de-
signer consciously transitions to acts of reflection. Schön 
calls this reflection in action. In a cycle which Schön re-
fers to as a reflective conversation with the situation, de-
signers reflect by naming the relevant factors, framing the 
problem in a certain way, making moves toward a solu-
tion and evaluating those moves. Schön argues that, 
whereas action-oriented knowledge is often tacit and dif-
ficult to express or convey, what can be captured is re-
flection in action.  
The following working definitions for data, information, 
and knowledge are used in order to formalize governing 
principles of team communication. Data (e.g., printed 
documents or digital documents of CAD, spreadsheets, 
text) represent the ”raw material.” This is easy to manage 
and store in corporate databases or ftp sites. Nevertheless, 
data is not information. Information emerges during a 
communicative transaction between a sender and a re-
ceiver. Information is created as the sender takes data and 
adds meaning, relevance, purpose, value through a proc-
ess of contextualization and synthesis. Neither data nor 
information represents knowledge. Observations show 
that knowledge is created through dialogue during one’s 
thought process or among people as they use their past 
experiences and knowledge in a specific context to create 
alternative solutions. During these dialogues knowledge is 
created as connections, comparisons, combinations, and 
their consequences are explored. It is important to note 
that documents do not reveal the tacit knowledge exter-
nalized during such communicative events. The docu-
ments also ignore the highly contextual and interlinked 
modes of communication in which people generate con-
cepts through verbal discourse and sketching. This explo-
ration views the act of reflection in action as a step in the 
knowledge creation and capture phase of what we call the 
“knowledge life cycle” [Fruchter and Demian, 2002, 
2005]. Knowledge represents an instance of what 
Nonaka’s knowledge creation cycle calls “socialization, 
and externalization of tacit knowledge.” [Nonaka and Ta-
keuchi 1995]. We build on these constructs of the knowl-
edge lifecycle and the “socialization, externalization, 
combination, and internalization” cycle of knowledge 
transfer.  
Current research studies present media specific analysis 
solutions, e.g., Video Traces for video content annotation 
[Stevens, Cherry, and Fournier, 2002], Tracker for video 
content processing based on object segmentation (SRI) 
[SRI, 2002], Fast-Talk for audio search [product of Fast-
Talk company], text vector analysis and latent semantic 
indexing for information retrieval from text repositories 
[Landauer and Dumais, 1995] [Salton, Buckley, and 
Singhal, 1995], video object segmentation of video foot-
age [Farin, Haenselmann, Kopf, Kühne, and Effelsberg 
2003], [Kuehne, 2002]. Nevertheless, there are few stud-
ies focusing on cross-media capture and retrieval.  
 



3 SEAMLESS TRANSFORMATIONS FROM ANA-
LOG TO DIGITAL WORLDS  

Ethnographic observations of collocated and geographi-
cally distributed project teams were used to identify and 
model the activities, interaction, and information gener-
ated by the stakeholders. A scenario-based approach 
[Rosson and Carroll 2001] was used to design new ICT 
mediated human-to-human interactions. The premise be-
hind the scenario-based method is that descriptions of 
people’s interactions are essential in analyzing how tech-
nology can support and improve their activities. The ob-
jective was to identify governing principles of analog 
communications and map them into a digital interactive 
environment. 
Observations in the analog paper world show that during 
communicative events there is a continuum between dis-
course and sketching as ideas are explored and shared. A 
primary source of knowledge behind decisions is embed-
ded within the verbal conversation among stakeholders. 
The link between dialogue and sketch provides a rich con-
text to express and exchange knowledge. This link be-
comes critical in the process of knowledge sharing, re-
trieval and reuse to support the user’s understanding of 
the shared information and assessment of the relevance of 
the retrieved content with respect to the task at hand. 
Nevertheless, paper is a media hard to share, exchanged, 
and re-use, and does not capture the discourse among us-
ers. The moment you lost the paper sketch the ideas are 
lost.  
The scenario based analysis of collocated and geographi-
cally distributed project teams led to:  

1. the formalization of a problem space defined by three 
dimensions:  
- number of participants – from single to multiple par-

ticipants, 
- number of artifacts (paper or digital) – from one to 

multiple artifacts (e.g., documents, models, etc.) and  
- number of input devices used to sketch or mark up 

digital or paper documents and manipulate models – 
from one to multiple input devices (e.g., pens, 
markers).  

This problem space defines a spectrum of interaction sce-
narios of increasing complexity. These interaction scenar-
ios are consistent with the observed communicative 
events in real project teams and work settings. For in-
stance, the two extremes of the spectrum are defined by 
the following two interaction scenarios:  

- at one end of the spectrum: a single participant in-
teracting with one document or artifact, using one 
input device or pen, and  

- at the other end of the spectrum: multiple partici-
pants interacting with diverse documents or artifacts 
using multiple input devices.  

2. the definition of a reflection in interaction model. The 
reflection in interaction model focuses on multiple 

participants engaged with a project situation that ex-
tends Schön’s concept of reflection in action that de-
scribes a single participant interacting with the situa-
tion. The interaction scenario defined by ”a single par-
ticipant marking up one document with one input de-
vice/pen” matches Donald Schön’s concept of reflec-
tion in action of a single practitioner [Schön 1983]. In 
the case of the reflection in action a single practitioner 
has a reflective conversation with the design situation. 
This entails the following activities:  
1. Naming the relevant factors in the studied design, 
2. Framing the problem in a specific domain,  
3. Making moves towards a solution, i.e., often modi-

fying the design solution to address some of the 
identified problems, and  

4. Evaluating the moves or proposed modifications.  
Each move or modification made by one team member in 
one discipline can impact solutions in other disciplines 
(e.g., a change made by the architect in the floor plan lay-
out can impact the structural system solution proposed by 
the structural engineer). This in turn creates a new situa-
tion for that team member and triggers a reflection in ac-
tion cycle in that domain.  
The second interaction scenario defined by “multiple par-
ticipants marking up multiple documents with multiple 
devices/pens” matches the concept of reflection in inter-
action. As participants review concurrently multiple 
documents, they have a constant reflective conversation 
with the situation, the artifacts or documents, and the 
other participants. Their interactive reflective process 
consists of the following activities:  

1. Identifying the relevant factors in all considered disci-
plines through exploratory sketching and discussion. 

2. Correlating these factors across disciplines and docu-
ments. 

3. Discussing and exploring alternatives across disci-
plines. 

4. Assessing alternatives and their implications.  
 

 
(a) 
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(b) 

Figure 1. Interaction Scenarios: (a) Reflection in Action – de-
fined by a single participant marking up one document page 
with one input device/pen, and (b) Reflection in Interaction - 
defined by multiple participants marking up and correlating 
multiple documents with multiple devices/pens. 

 
It is interesting to note that whereas action-oriented 
knowledge is tacit and difficult to transfer, what can be 
captured and transferred is the action itself in relation to 
the reflection in interaction that reveals the rationale and 
correlation across disciplines and documents, as well as 
the new knowledge that is created through discourse 
among the stakeholders. Capturing, sharing, and reusing 
knowledge created in cross-disciplinary, collaborative 
teams is critical to increase the quality of the product, re-
duce hidden work (i.e., less coordination and rework 
[Levitt and Kunz, 2002]), improve communication and 
knowledge transfer among the stakeholders, decrease re-
sponse time and decision delays, reduce time-to-market, 
and cost. The objective is to reduce the number of re-
quests for information cycles to one cycle.  
Two prototypes that complement each other have been 
developed, tested and deployed to achieve the goal of 
knowledge capture, sharing, and reuse through seamless 
transformations from analog to digital and digital to ana-
log worlds: TalkingPaper1

 
[Fruchter et al 2007] and RE-

CALL2. [Fruchter and Yen, 2000]. Both prototypes model 
the concepts of reflection in action and reflection in inter-
action. 
TalkingPaper is a client-server environment that bridges 
the paper and digital worlds. It leverages technologies 
such as AnotoTM

 
paper, digital pens (e.g., by Nokia, Logi-

tech, Maxell), cell phones, Bluetooth communication be-
tween digital pen and cell phone, and GSM/GPRS net-
work services. Talking paper system (Figure 2):  

- provides an analog-to-digital content conversion that 
enables seamless transformation of the informal ana-
log content, such as dialogue and paper and pencil 
sketches, into digital sketch objects indexed and syn-
chronized with the streamed digital audio of a Talk-
ingPaper session. This conversion takes place in real-
time, with high-fidelity, and least overhead to the par-
ticipants. Sketches and annotations on the AnotoTM
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1  Provisional patented, PBL Lab, Stanford University. 
2  Patent, PBL Lab, Stanford University. 

paper are converted into digital sketch objects that are 
synchronized with the speech from the digital audio 
channel and the documents form the corporate data-
base that were printed on AnotoTM

 
pages.  

- supports knowledge sharing allowing the user to un-
derstand the content in the context it originated, i.e., 
streamed, interactive replay of indexed digital audio-
sketch rich multimedia content that captures the crea-
tive human activities of concept generation through 
dialogue and paper and pencil sketching. The Talk-
ingPaper sessions are automatically uploaded from a 
the TalkingPaper client to a TalkingPaper Web server 
that was developed to archive, share, and stream these 
sessions on-demand. It automatically synchronizes 
digital audio-sketch episodes with the corresponding 
document that was printed on the AnotoTM

 
paper used 

in that session.  
 

 
Figure 2. TalkingPaper Prototype bridges Paper and Digital 
Worlds. 
 
It is important to note that TalkingPaper allows for an 
endless cycle of transformations from analog paper to 
digital multimedia content and back to analog paper as 
TalkingPaper Web pages can be printed for further anno-
tation and discussion, and subsequent posting on the Talk-
ingPaper Web server etc. until a decision is taken by the 
team members. (Figure 2) TalkingPaper can be used in 
both reflection in action and reflection in interaction sce-
narios.  
RECALL is a client-server environment that bridges the 
analog and digital worlds. It leverages technologies such 
as SmartBoard and Tablet PC for direct manipulation of 
digital project content and sketching. (Figure 3) RECALL 
drawing application written in Java captures and indexes 
each individual action on the drawing surface. The draw-
ing application synchronizes in real time with audio/video 
capture and encoding. Once the session is complete, the 
drawing and video information is automatically indexed 
and published on a RECALL Web server that streams the 
sessions. It supports distributed and synchronized play-
back of the sketch and audio/video from anywhere at any-
time. In addition, the user is able to navigate through the 
session by selecting individual drawing elements as an 
index into the audio/video and jump to the part of interest. 
Users can create free hand sketches or import any images 
(e.g., CAD) and annotate them during their discourse. At 
the end of the session the participants exit and RECALL 
automatically indexes the sketch, verbal discourse and 
video. This session can be posted on the RECALL server 



for future interactive replay, sharing with geographically 
distributed team members, or knowledge re-use in future 
projects. RECALL aims to improve the performance and 
cost of knowledge capture, sharing and interactive replay. 
RECALL has been used extensively in various scenarios, 
such as, team brainstorming individual brainstorming, 
best practice knowledge capture.  
Both TalkingPaper and RECALL sessions can be ac-
cessed with their URL and streamed on IE browser. More 
importantly, these sessions can be linked to specific 
graphic objects in a 3D building information model 
(BIM). This extends the 3D model from a BIM that pro-
vides data and information about the future facility to a 
building knowledge model (BKM) that integrates and 
shares stakeholders’ knowledge created over during the 
project. 
 
 
4 CROSS-MEDIA SEARCH AND RETRIEVAL  

Once the dialogue, speech, and sketches are captured in 
the form of indexed and synchronized digital video-
audio-sketch content by either TalkingPaper or RECALL, 
the digital multimedia sessions can be shared and re-
played by team members anywhere anytime. However, as 
more and more digital content is archived it becomes dif-
ficult and time consuming to find and retrieve relevant 
footage from such large, unstructured, digital data stores. 
To address this challenge the PBL Lab team developed 
the DiVAS (Digital Video Audio Sketch) system. It pre-
sents a cross-media semantic analysis and data mining 
methodology of indexed digital video-audio-sketch con-
tent that captures the creative human activities of concept 

generation and problem solving. DiVAS provides a 
macro-micro index to large digital archives of rich, mul-
timedia, and unstructured content. Knowledge re-use is 
facilitated through contextual exploration and understand-
ing of the multimedia content that is retrieved.  
The key activities and steps for digital content processing 
identified in support of effective knowledge retrieval and 
reuse are - capture, retrieve, and understand. The capture 
phase involves collecting the analog data (dialogue, 
speech, and sketches), digitizing, indexing and synchro-
nizing it. This step is performed by either TalkingPaper or 
RECALL. In the retrieve step this digital data (video, 
speech and sketch) is then processed in order to add struc-
ture to the unstructured multimedia data (i.e. video, audio 
and sketch) by identifying key information occurring in 
the data archive and automatic mark up of digital footage 
for future search and retrieval. Finally, the understand 
module examines all the structured information gathered 
from the different streams and creates the context between 
them, i.e. finding relevance between the information in 
each of the streams. The DiVAS system integrates the fol-
lowing modules to achieve the cross-media capture, re-
trieval, and replay to understand knowledge in context: 
(1) TalkingPaper or RECALL prototypes for capture, (2) 
I-Gesture prototype for semantic video analysis, and (3) i-
Dialogue prototype for text and data mining from the 
speech channel. The integrated result is a refined and 
highly contextual cross-media representation of the 
knowledge captured that is relevant to the specific project 
query posted in DiVAS by stakeholders.  
DiVAS builds on the following observations of commu-
nicative events and hypotheses: 

 
 
 

 
 

 
Figure 3. RECALL Prototype  
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- Gestures can serve as external representations of ab-
stract concepts which may be otherwise difficult to il-
lustrate. Gestures often accompany verbal statement 
as an embodiment of mental models that augment the 
communication of ideas, concepts or envisioned 
shapes of products. A gesture is also an indicator of 
the subject and context of the issue under discussion. 
If gestures can be identified and formalized they can 
be used as a knowledge indexing and retrieval tool, 
they can prove to be useful access point into unstruc-
tured digital video data. I-Gesture methodology and a 
prototype allows users to (1) define a vocabulary of 
gestures for a specific domain, (2) build a digital li-
brary of the gesture vocabulary, and (3) mark up entire 
video streams based on the predefined vocabulary for 
future search and retrieval of digital content from the 
archive. [Fruchter and Biswas, 2007] I-Gesture proto-
type takes advantage of advanced techniques for video 
object segmentation and automatic extraction of se-
mantics out of digital video. These techniques are 
used to develop well defined, finite gesture vocabulary 
that describes a specific professional gesture language 
to be applied to the video analysis. I-Gesture can be 
used both as an integral part to DiVAS system as well 
as an independent video processing module  

- Speech is a fundamental means of human communica-
tion. Design and construction are social activities. Ob-
servations and evidence show that designers and 
builders generate and develop concepts through dia-
logue. The objective is to mine the captured rich, con-
textual, communicative events for further knowledge 
reuse. i-Dialogue methodology and prototype: (1) 
adds structure to the unstructured digital knowledge 
corpus captured through TalkingPaper or RECALL, 
and (2) processes the corpus using an innovative no-
tion disambiguation algorithm in support of knowl-
edge retrieval. [Yin and Fruchter, 2006]. i-Dialogue 
takes advantage of advanced techniques for voice-to-
text conversion (e.g., Naturally Speaking, MS Speech 
Recognition) and text search. As other studies have 
shown, text is most promising source for information 
retrieval. The information search applied to the au-
dio/text portion of the indexed digital video-audio-
sketch footage results in relevant discourse-text-
samples linked to the corresponding video-gestures.  

The DiVAS system provides an innovative cross-media 
search, retrieval and replay facility to capitalize on mul-
timedia content stored in large corporate repositories. The 
user can search for a keyword (a spoken phrase or ges-
ture). The system searches through the entire repository 
and displays all the relevant hits. On selecting a session, 
DiVAS will replay the selected session from the point 
where the keyword was spoken or performed. It is impor-
tant to note that video and audio/text provide a macro in-
dex and the sketch provides a micro index to large, un-
structured repositories of rich multimedia content. These 
streams can be also run independently. The background 
processing and synchronization is performed by an applet 
that uses multithreading to manage the different streams. 
We developed a synchronization algorithm that allows us 
to use as many parallel streams as possible. Therefore 
there is the possibility of adding more streams or modes 
of input and output for a richer experience for the user.  

The value of DiVAS will be most perceptible when the 
user has a large library of multimedia sessions and wants 
to retrieve and reuse only the segments that are of interest 
to him/her. Currently, solutions for this requirement tend 
to concentrate only on one stream of information. The ad-
vantage in DiVAS is literally 3 fold because the system 
allows the user to measure the relevance of the query us-
ing 3 streams, gesture, verbal discourse, and sketch. In 
that sense, it provides the user with a true ‘multi-sensory’ 
experience. For example, if the user is interested in learn-
ing about the dimensions of the cantilever floor, his/her 
search query (e.g. ‘cantilever’) would be applied to both 
the processed gesture and audio indices for each of the 
sessions. They would serve as a ‘macro index’ to the 
items in the archive. Some segments will be identified by 
an (1) I-Gesture hit that is cross-indexed with speech, text 
and sketch (shown as a thumbnail image), (2) an i-
Dialogue hit marked-up in the text and cross-indexed with 
video/audio and sketch, or (3) both an I-Gesture and i-
Dialogue hit cross-indexed with the corresponding sketch. 
If there are a large number of hits for a particular session 
and the hits are from both audio and video, the possible 
relevance to the user is much higher. In this case, the cor-
responding gesture could be one related to width or 
height, and the corresponding phrase could be e.g. ‘canti-
lever’ e.g., within a single session or in different sessions. 
(Figure 4) The cross-media display of the results to the 
query allows the user to make a more informed decision 
which is most relevant and replay it to understand and 
possibly reuse data, information or knowledge from that 
segment.  
To evaluate the performance of DiVAS a series of ex-
periments were conducted. The testbed was the archive of 
projects from Architecture/Engineering/Construction 
(AEC) Computer Integrated Global Teamwork course 
[Fruchter 1999] [Fruchter 2004]. This academic testbed 
simulates the collaborative design process and the indus-
try environment. Design knowledge has been archived 
and processed by i-Dialogue and I-Gesture. The archive 
includes team sessions and individual team member ses-
sions that are consistent with typical design-construction 
industry setting. The archive consists of imprecise digital 
content together with closely related precise digital con-
tent, such as project websites, project documentations, 
and messages posted on the project discussion forum. For 
the precise digital content, more than 500 megabytes of 
project documents were filtered and mined. Based on the 
meta data, such as the owner of the document, the time 
stamp of the document, precise digital documents are as-
sociated with the imprecise digital documents as dis-
cussed in the chapter of i-Dialogue, so that the precise 
digital documents can be used in the notion disambigua-
tion process. For the imprecise digital content that in-
cludes both voice recordings and video recordings marked 
up with gesture labels, 30 sessions from the project ar-
chive are analyzed and processed for the evaluation ex-
periment. The variables in the experiments are: 1) type of 
speech transcripts, clean or dirty; 2) whether i-Dialogue is 
applied; and 3) whether I-Gesture is applied. There are 
three essential aspects for the evaluation methodology: 1) 
a benchmark document collection; 2) a benchmark suite 
of queries; 3) a binary assessment - relevant or irrelevant - 
for each query-doc pair. The evaluation uses the bench-



mark document collection of the speech transcripts docu-
ment collection obtained from the testbed. The bench-
mark suite of queries is manually generated by the authors 
who then read through all the perfect speech transcripts as 
well as relevant project documentation for each session. 
The keywords or phrases that summarize each session 
were identified. The queries are constructed from these 
keywords and phrases. The binary assessment - relevant 
or irrelevant - for each query-doc pair is constructed by 
querying the keywords or phrases with the perfect speech 
transcripts. The evaluation question is: Will information 
retrieval over the dirty text have the results similar to the 
information retrieval over the clean text if the dirty text is 
updated by I-Dialogue and I-Gesture? 
In order to validate the information retrieval improvement 
of the cross media relevance ranking, a series of experi-
ments were performed. The speech transcripts archive 
was modified into six different cases:  

- Case #0: “clean” speech transcripts only – manually 
transcribed speech sessions that are used as the com-
parison base  

- Case #1: “dirty” speech transcripts only – automati-
cally transcribed speech sessions with transcription er-
rors (e.g., “Cantilever” is transcribed as “can we de-
liver.”)  

- Case #2: “dirty” speech transcripts and notion labels  
- Case #3: “dirty” speech transcripts and gesture labels  
- Case #4: “dirty” speech transcripts, notion labels, and 

gesture labels (gesture labels are integrated after I-
Dialogue™ is applied)  

- Case #5: “dirty” speech transcripts, notion labels, and 
gesture labels (gesture labels are integrated before I-
Dialogue™ is applied)  

The query terms are: “architectural constraints”, “height 
limitation”, “cantilever”, “tension ring”, “concrete steel”, 
“bracing”, “foundation”, and “load path”. The query re-
sults for these six cases are illustrated Figure 5. The query 
results are measured using precision and recall metrics. 
The relevance ranking sequence corresponding to each 
queried notion for all six cases is compared. There are 
two ratios used for further analysis: 1) Recall, which is 
the fraction of relevant docs that are retrieved; 2) Preci-
sion, which is the fraction of retrieved docs that are rele-
vant. The Recall vs. Precision curve is drawn for evalua-
tion illustration. The case #0 is used as the comparison 
baseline. It is located at the top right corner. The case #1 
represents the worst case, in which we run query with 
dirty text only. The query results score about 50% for 
both recall and precision. Using i-Dialogue only, both re-
call and precision can be improved to almost 60% - case 
#2. If only I-Gesture is used, the ratio is improved close to 
60% - case #3. However, the precision ratio might be 
lower compared to case #4, since I-Gesture tends to bring 
in both relevant and irrelevant documents. If both I-
Gesture and I-Dialogue are combined to update the dirty 
text, the results further improve the recall and precision to 
80% - case #4 and #5.  
 
 

 
 

Figure 4. DiVAS Prototype for Cross Media Capture, Search, and Retrieval. 
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Figure 5. Recall vs. Precision Evaluation Results. 

5 CONCLUSION  

This paper explores the interaction among participants in 
a group of project stakeholders and defines governing 
communication principles. These translate into (1) a three 
dimensional problem and solution space, (2) a model for 
reflection in interaction that extends Schon’s concept of 
reflection in action, and (3) requirements and innovative 
approaches to support (i) seamless transformations from 
analog and digital worlds modeled and tested by two pro-
totypes – TalkingPaper and RECALL, and (ii) cross-
media retrieval and interactive replay of multimedia con-
tent in support of global teamwork modeled and tested 
with the DiVAS prototype. The value of these concepts 
and prototypes indicates opportunities to (1) capitalize on 
corporate core competence that resides in its people and 
knowledge, (2) extend a building information model 
(BIM) to become a rich multimedia building knowledge 
model (BKM), and (3) mine the unstructured, rich, mul-
timedia archives that will grow as digital technology be-
comes a ubiquitous part of work, learning, and play. 
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